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Abstract

Patterns of different symmetries may arise after solution to reaction–diffusion equations. Hexagonal arrays, layers and their perturbations are observed in different models after numerical solution to the corresponding initial-boundary value problems. We demonstrate an intimate connection between pattern formations and optimal random packing on the plane. The main study is based on the following two points. First, the diffusive flux in reaction–diffusion systems is approximated by piecewise linear functions in the framework of structural approximations. This leads to a discrete network approximation of the considered continuous problem. Second, the discrete energy minimization yields optimal random packing of the domains (disks) in the representative cell. Therefore, the general problem of pattern formations based on the reaction–diffusion equations is reduced to the geometric problem of random packing. It is demonstrated that all random packings can be divided onto classes associated with classes of isomorphic graphs obtained from the Delaunay triangulation. The unique optimal solution is constructed in each class of the random packings. If the number of disks per representative cell is finite, the number of classes of isomorphic graphs, hence, the number of optimal packings is also finite.

1. Introduction

The Turing mechanism for reaction–diffusion equations models biological and chemical pattern formations. This approach was widely discussed in literature and supported by many numerical examples (see the recent books [2,4,5] and many works cited therein). Patterns of different symmetries may arise after solution to reaction–diffusion equations. Hexagonal arrays, layers and their perturbations are observed in different models after numerical solution to the corresponding initial-boundary value problems for nonlinear partial differential equations. However, these models do not answer the question, why the most frequently observed patterns are close to the optimal packing structures. Why do the hexagonal array arise? One can see, for instance, that a resulting structure can be the hexagonal array disturbed by pentagon inclusions. Is it related to a model approximation or to an inherent feature of pattern formations?

In the present paper, we try to answer the above questions to demonstrate an intimate connection between pattern formations and optimal random packing on the plane. The main study is based on the following two points. First, the diffusive flux in reaction–diffusion systems is approximated by piecewise linear functions in the framework of structural approximations [3,7]. This leads to a discrete network approximation of the considered continuous problem. Second, the discrete energy minimization yields optimal random packing of the domains (disks) in the representative cell. The packed domains are approximated by equal disks. This approach is described in the bulk of the paper.

Packing problems refer to geometrical optimization problems [11]. In the present paper, we consider the optimal packing of disks on the plane in the random statement fitted to the description of pattern formations. Optimal packing in the classic deterministic statement is attained for the hexagonal array when the packing concentration holds \( \frac{\pi}{\sqrt{12}} \) [11]. Computer simulations demonstrate that random packing have a lower density and depends on the protocol of the random packing [1].

It is shown in Section 3 that pattern formations lead to the optimal random packing problem in the equivalence classes of graphs obtained by means of the Delaunay triangulation. The justification of such an approach is based on the observation that solution to the physical problem of the optimal diffusion implies solution to the geometrical problem of the packing disks [8]. The unique optimal solution is constructed in each class of the random packings. If the number of disks per representative cell is finite, the number of classes of isomorphic graphs, hence, the number of optimal packings is also finite.

The proposed method to study pattern formations is based on the minimization of the discrete energy for graph structures by analytical and numerical methods within treatment of PDE by
the structural approximation method. Though PDE are not directly written in the paper, they are implicitly used in estimations of the local flux between local spatial extrema of the inhibitor.

2. Structural approximation

The Turing mechanism can create temporarily stable and spatially non-homogeneous structures. In order to present the main idea of the structural approximation we consider 1D Schnakenberg system [5, p. 156]. A typical dependence of the inhibitor on the spatial variable is displayed in Fig. 1a. It is assumed that such a dependence can be approximated by a piecewise linear function as shown in Fig. 1b. The solution of the continuous reaction–diffusion equations is approximated by the discrete diffusion model with the constant diffusion fluxes (derivatives of the linear approximations) between the extrema of the potential. Two curves are identified if their difference \( \| x \| \) is perpendicular to the segment \( \mathbf{a}, \mathbf{b} \) and the minima by points \( \mathbf{e}_1 \) where \( \mathbf{e}_1 \) denotes the vector whose components are the maximal diffusion potentials in the corresponding disks. The discrete network model for densely packed disks [3,7,10] is based on the fact that the diffusion flux is concentrated in the necks between closely spaced inclusions having different potentials. In our model, closely spaced inclusions mean the chain disk–segment–disk \( (D_k = P_{kl} \cdots D_j) \) displayed in Fig. 1b. For two neighbor

\[ \bigcup_{\mathbf{h}_1, \mathbf{h}_2 \in \mathbb{Z}} (Q_0 + l_1 \mathbf{e}_1 + l_2 \mathbf{e}_2). \]

The edges of the Delaunay triangulation \( E \) correspond to linear approximations of the diffusion flux between disks. The Delauney triangulation of the vertices \( \mathbf{A} \) consists of straight lines connecting by pairs points of \( \mathbf{A} \) belonging to neighbor Voronoi regions. Let the neighborhood relation between two vertexes be denoted by \( \mathbf{a}_j \sim \mathbf{a}_k \) or shortly \( j \sim k \). We call the constructed double periodic graph \( (\mathbf{A}, E) \) by the Delaunay graph.

Two graphs are called isomorphic if they contain the same number of vertices connected in the same way. One of the most important notation of the present paper is the class of graphs \( \mathcal{G} = \mathcal{G}(\mathbf{A}, E) \) isomorphic to a given graph \( (\mathbf{A}, E) \).

Let \( \mathbf{u} = (u_1, u_2, \ldots, u_N) \) denote the vector whose components are the maximal diffusion potentials in the corresponding disks. The discrete network model for densely packed disks [3,7,10] is based on the fact that the diffusion flux is concentrated in the necks between closely spaced inclusions having different potentials. In our model, closely spaced inclusions mean the chain disk–segment–disk \( (D_k = P_{kl} \cdots D_j) \) displayed in Fig. 1b. For two neighbor
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disks $D_k, \ D_j$ with centers $a_k, \ a_j$ and a segment $P_kj$ between them the relative interparticle flux $g(|a_k - a_j|)$ can be approximated by Keller’s formula [6]

$$g(|a_k - a_j|) = \pi \sqrt{\frac{r}{\delta_{kj}}}, \tag{2.2}$$

where $\delta_{kj} = |a_k - a_j| - 2r$ denotes the gap between the neighbor disks. Keller’s formula (2.2) was deduced for the linear local diffusion flux between the neighbor disks that is agree with our approximation. Introduce the designation

$$\sum_{k,j}^{(G)} = \sum_{k=1}^{N} \sum_{j=k}^{N} \tag{2.3}$$

where $j \sim k$ means that the vertices $a_j$ and $a_k$ are connected. Following the authors in [3,7] introduce the functional associated to the discrete energy

$$E(u,a) = \sum_{k,j}^{(G)} g(|a_k - a_j|)(u_k + u_j)^2. \tag{2.4}$$

where $u_k + u_j$ is the variation of the diffusion potential along the chain $D_k \rightarrow P_kj \rightarrow D_j$.

In the case of general approximations described in Appendix, the variation $u_k - u_j$ can be replaced by $u_k - u_j$. The latter case corresponds to the monotonic change of the potential between two neighbor disks $D_k$ and $D_j$. In particular, $u_k - u_j = 0$ for touching disks. Such a change will not impact on the optimization result presented in the next section.

3. Optimal random packing

Consider the minimization problem

$$\mathcal{E}(u) = \min_{A} E(u,a) = \min_{A} \sum_{k,j}^{(G)} g(|a_k - a_j|)(u_k + u_j)^2. \tag{3.1}$$

The function $g(x) = \pi \sqrt{\frac{r}{x}}$ as a convex function satisfies Jensen’s inequality

$$\sum_{i=1}^{M} p_i g(x_i) \geq g \left( \sum_{i=1}^{M} p_i x_i \right), \tag{3.2}$$

where the sum of positive numbers $p_i$ is equal to unity. Equality holds if and only if all $x_i$ are equal. Let the sum from (2.4) is arranged in such a way that $x_i = |a_k - a_j|$ and $p_i = \frac{1}{2}(u_k + u_j)^2$. where $U = \sum_{k,j}^{(G)} (u_k + u_j)^2$. Application of (3.2)-(2.4) yields

$$\sum_{k,j}^{(G)} g(|a_k - a_j|)(u_k + u_j)^2 \geq U g \left( \frac{1}{U} \sum_{k,j}^{(G)} (u_k + u_j)^2 ||a_k - a_j|| \right). \tag{3.3}$$

Hölder’s inequality states that for non-negative $a_i$ and $b_i$

$$\sum_{i=1}^{M} a_i b_i \leq \left( \sum_{i=1}^{M} a_i^2 \right)^{\frac{1}{2}} \left( \sum_{i=1}^{M} b_i^2 \right)^{\frac{1}{2}}. \tag{3.4}$$

This implies that

$$\sum_{k,j}^{(G)} (u_k + u_j)^2 ||a_k - a_j|| \leq \left( \sum_{k,j}^{(G)} (u_k + u_j)^2 \right)^{\frac{1}{2}} \left( \sum_{k,j}^{(G)} ||a_k - a_j||^2 \right)^{\frac{1}{2}}. \tag{3.5}$$

The function $g(x)$ decreases, hence (3.3) and (3.5) give

$$\sum_{k,j}^{(G)} g(|a_k - a_j|)(u_k + u_j)^2 \geq g \left( \frac{1}{U} \left[ \sum_{k,j}^{(G)} (u_k + u_j)^2 \right]^{\frac{1}{2}} \left[ \sum_{k,j}^{(G)} ||a_k - a_j||^2 \right]^{\frac{1}{2}} \right), \tag{3.6}$$

The minimum of the right hand part of (3.6) on $A$ is achieved independently on $u_k$ for max $A h(A)$ where

$$h(A) = \sum_{k,j}^{(G)} ||a_k - a_j||^2. \tag{3.7}$$

**Lemma 3.1.** For any fixed class $G(A,E)$, every local maximizer of $h(A)$ is the global maximizer which fulfills the system of linear algebraic equations

$$a_k = \frac{1}{N_k} \sum_{j=k}^{N} a_j + \frac{1}{N_k} \sum_{l=1}^{2} s_{kl} e_e, \quad k = 1, 2, \ldots, N. \tag{3.8}$$

where $s_{kl}$ can take the values 0, ±1, ±2 in accordance with the class $G(A,E)$. The system (3.8) has always a unique solution up to an additive constant vector.

Equations (3.8) describe the stationary points of the functional (3.7) obtained by its differentiation on $a_k$ ($k = 1, 2, \ldots, N$)

$$\sum_{k,j}^{(G)} (a_j - a_k) = 0. \tag{3.9}$$

Here, the congruence relation $a = b$ means that $a - b = l_i \epsilon_1 + l_2 \epsilon_2$ for some integer $l_i \in 2$. Therefore, a point $a$ on the torus $Q_0$ is associated to the infinite set of points $\{a + l_i \epsilon_1 + l_2 \epsilon_2, \ l_i \in \mathbb{Z}\}$ on the plane $\mathbb{R}^2$. We now rewrite equation (3.9) on the torus as an equation on the plane for a fixed point $a_k \in Q_0$. Consider a point $a_j \in \mathbb{R}^2$ neighboring to $a_k$, i.e., $j \sim k$ in a graph $(A,E) \in G(A,E)$. The point $a_j$ is congruent to a point $a_k \in Q_0$. The graph $(A,E)$ corresponds to the Voronoi tessellation, hence, $a_j$ belongs to $Q_0$ or to neighbor cells $Q_0 \pm \epsilon_1, \ Q_0 \pm \epsilon_2, \ Q_0 \pm \epsilon_1 \pm \epsilon_2$. Therefore, $a_j = a_k + l_j \epsilon_1 + l_2 \epsilon_2$ where $l_j \epsilon_1$ and $l_2 \epsilon_2$ can be equal only to 0, ±1. Then, equations (3.9) can be written in the form (3.8) where

$$s_{kl} = \sum_{j=k}^{l} l_j \epsilon_k. \tag{3.10}$$

One can see that the sum of all equations (3.8) gives an identity, hence, they are linearly dependent. Moreover, if $A = (a_1, a_2, \ldots, a_N)$ is a solution of (3.8), then $(a_1 + c, a_2 + c, \ldots, a_N + c)$ is also a solution of (3.8) for any $c \in \mathbb{R}^2$. Let the point $a_N$ be arbitrarily fixed. Then, $a_1, a_2, \ldots, a_{N-1}$ can be found from the uniquely solvable system of linear algebraic equations

$$a_k = \frac{1}{N_k} \sum_{j=k}^{N} a_j + \frac{1}{N_k} \sum_{l=1}^{2} s_{kl} e_e, \quad k = 1, 2, \ldots, N-1. \tag{3.11}$$

It is worth noting that the system (3.11) can be decomposed onto two independent systems of scalar equations on the first and second coordinates of the points $a_1, a_2, \ldots, a_{N-1}$.

4. Numerical examples

We now proceed to summarize the algorithm to solve the optimization problem. First, let a class of graphs $G(A,E)$ be fixed with the corresponding translation vectors $\epsilon_1$ and $\epsilon_2$. The main step is solution to the minimization problem (3.1). In the present paper, we consider examples of the simplified optimization problem when the vertices $A$ satisfy the uniquely solvable system of linear algebraic equations (3.11) with fixed $s_{kl}$. The corresponding double periodic Delaunay graph $(A,E)$ is called optimal in the class $G(A,E)$. In such a simplified statement it satisfies the optimization problem (3.1) if the inequality (3.6) become equality. The optimal graph not necessarily does correspond to a Voronoi tessellation. In this case, one can change a class of graphs by introduction of the new Voronoi tessellation for the vertices $A$. Then, the set $A$ will not necessarily be optimal in the new class $G(A^\prime)$. Let $(A^\prime, E^\prime)$ be the optimal graph in the class $G(A^\prime)$. Next, if the graph $(A, E)$ does not correspond to a Voronoi tessellation, it can be “improved” by $(A^\prime, E^\prime)$, etc. Therefore, we arrive at the graph chain

$$(A, E) \rightarrow (A^\prime, E^\prime) \rightarrow (A^\prime, E^\prime) \rightarrow \cdots. \tag{4.1}$$
Example 4.1. Consider the hexagonal lattice defined by the fundamental translation vectors $\mathbf{e}_1 = \sqrt{\frac{2}{3}} (1, 0)$ and $\mathbf{e}_2 = \sqrt{\frac{2}{3}} (1, \frac{\sqrt{3}}{2})$. The area of the cell $Q_0$ holds unit. Consider $N = 3$ points $(1.075, 0.175)$, $(0.919, 0.553)$, $(0.444, 0.169)$ and the corresponding double periodic Voronoi tessellation shown in Fig. 3a.

Application of the algorithm yields the optimal hexagonal structure (Fig. 3b).

Example 4.1 is a simple illustration of the general result that the class of regular graphs for which every vertex has six neighbors contains the unique optimal graph corresponding to the regular hexagonal lattice.

Example 4.2. Consider the hexagonal lattice as in Example 4.1 and $N = 16$ points with the corresponding double periodic Voronoi tessellation shown in Fig. 2. The considered structure determines a double periodic graph $\langle A, E \rangle$. This graph generates the class of isomorphic graphs $\mathcal{G}(\langle A, E \rangle)$. Find the optimal graph $\langle A', E' \rangle$ in the class $\mathcal{G}(\langle A, E \rangle)$. Construct the Voronoi tessellation corresponding to the set $A'$ and the corresponding graph $\langle A', E' \rangle$ which determines the new class $\mathcal{G}(\langle A', E' \rangle)$. The optimal graph in the class $\mathcal{G}(\langle A', E' \rangle)$ is the graph $\langle A', E' \rangle$. Therefore, in this example the graph $\langle A, E \rangle$ from Fig. 2 is transformed into the graph $\langle A', E' \rangle$ from Fig. 4.

Compare a regular graph where each vertex has 6 neighbors with the graph $\langle A', E' \rangle$ from Fig. 4. This comparison demonstrates that fluctuations of the number 6 lead to other optimal structures. Thus, the optimal graph $\langle A', E' \rangle$ from Fig. 4 contains five vertices with five neighbors, seven vertices with six neighbors, three vertices with seven neighbors and one vertex with eight neighbors.

Every edge of the Delaunay graph models the interaction caused by the diffusion flux. This flux between two disks can be insignificant if the gap between the disk is sufficiently large. The local low flux can be caused by a biological mechanism. In this case, the corresponding edge should be deleted from the Delaunay graph. We consider such a case in the following example.

Example 4.3. Consider $N = 9$ points and the double periodic Voronoi tessellation isomorphic to the hexagonal lattice. The perfect hexagonal array in Fig. 5a presents the optimal graph $\langle A, E \rangle$. Consider another graph $\langle A, E' \rangle$ obtained from $\langle A, E \rangle$ by deletion of the edges connecting the first layer of disks with other layers. In this case, the optimal graph becomes similar to hexagonal-layered structure displayed in Fig. 5b.

The above examples illustrate few scenarios of the 2D pattern formations. Systematic simulations of the general minimization problem (3.1) can help to study properties of the optimal graphs.

5. Conclusions

The main feature of the proposed method is investigation of the graph structures by analytical and numerical methods. The method of structural approximation recalls a finite element method when a continuous problem is approximated by a discrete problem. The structural approximation is based on a “physical discretization” [3], when edges of the graph correspond to the most intensive places of the diffusion flux. Further, the principle of minimum energy yields a discrete numerical problem as in a finite element method. The method of structural approximation was justified for the $p$-Laplacian including linear equations in [3,7,10].
We note that the discrete energy (2.4) and the corresponding continuous energy [3,7] can be considered independently on the reaction–diffusion and other PDE. It is interesting to note that Lemma 3.1 holds for an arbitrary interparticle flux \( g(\|a_k - a_l\|) \) satisfying the following two conditions: (i) \( g(\|a_k - a_l\|) \) tends to infinity, as \( \delta_{kl} = \|a_k - a_l\| - 2r \) tends to zero; (ii) the function \( g \) is convex.

The structural approximation approach was applied in [3,7] for fixed geometries, i.e., for given locations of disks and their radii. The energy (2.4) was minimized on the potential values \( u = (u_1, u_2, \ldots, u_N) \). In the present paper, we consider the energy minimization (3.1) on the geometric parameters \( \mathbf{A} \) and demonstrate emergence of the optimal structures. Moreover, we introduced “hidden” optimal structures by introduction of the classes of graphs. For instance, a pentagon embedded in the hexagonal structure can also form an optimal structure. All the possible optimal structures are estimated in Lemma 3.1. This is the main result of the paper. Further analysis can be performed following the structural approximations [3,7,10] by the energy minimization (2.4) on \( u \) with fixed geometry. It can be done by fitting of \( u \) to the considered PDE.

The structural approximation method is numerically effective for systems of PDE with large numbers of equations when the traditional methods lead to numerical solution to huge system of linear and nonlinear algebraic equations. Advantages take also place for spatially high oscillating solutions of PDE (see [3,7,10] and works cited therein). Let \( d \) denote the linear size of the “smoothed” extremum (the domains \( D_k \) and \( D_l \) in Fig. 1b) and \( J \) the distance between neighbor extremum (the distance between \( D_k \) and \( D_l \)). Analytical estimations and numerical simulations [3,7] demonstrate an excellent numerical precision of the structural approximations for \( \frac{1}{2} < J < 0.2 \) which decreases when \( \frac{1}{2} \) increases. The number of “smoothed” extrema per cell, \( N \), is of order of oscillations per cell. It should be taken a priory sufficiently large to get a sufficiently precise solution. However, in pattern formation it is interesting to qualitatively determine the type of patterns. For instance, the hexagonal and layer patterns can be predicted for \( N = 9 \) in Example 4.3. It is worth noting that all computational examples in the present paper require at most 10 s of CPU time.

We suggest that natural patterns can be reduced to the optimal structures which minimize the energy (2.4). Then, the presented theoretical study can be used in biological research to classify the patterns after advanced computer simulations and observation of the real biological structures. The diversity of patterns is determined by classes of isomorphic graphs. If the number \( N \) of vertices per representative cell is finite, then the number of classes, hence the number of optimal structures, is also finite.

For simplicity, we approximate the high potential domains by disks and points in the above figures. Actually, the disks can schematically present domains of other shapes. For instance, series of disks in Fig. 5b can be approximated by strips corresponding to the 1D optimization. Example 4.3 demonstrates that anisotropic structure of graphs can lead to the anisotropic strip structures. In particular, this means that the strip structure is optimal in the corresponding class of graphs. It is interesting to describe the biological reasons of local anisotropy modeled by edges of graphs.

In the following concluding remark, we want to stress that the method of division onto isomorphic graphs can be applied to another problem concerning simulations of random packings [1].

**Remark 5.1.** Solution to the optimal energy problem yields solution to the optimal packing problem for disks [8] and for spheres in \( \mathbb{R}^d \) [9]. The corresponding concentration \( \nu(G) \) of disks attains the maximal value in the class \( \mathcal{G}(\mathbf{A}, \mathbf{E}) \). The set of optimal graphs includes graphs corresponding to packing constructed by various packing protocols. This scheme gives the set of the optimal concentrations depending on protocols, i.e., on the class of graphs and essentially reduce computations. Because in order to get the set of all optimal packings, it is sufficient to determine the target vertices \( \mathbf{A} \) of the optimization problems (3.1) in all classes of graphs.
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**Appendix**

This section is devoted to justification that any function \( f(x) \) continuously differentiable on a closed smooth connected domain \( Q \) can be approximated by a function of the special type called here the packing function.

First, for any positive \( \varepsilon \) the function \( f(x) \) can be approximated by a piecewise constant function \( f_\varepsilon(x) \) in such a way that \( \|f(x) - f_\varepsilon(x)\| < \varepsilon, \ x \in Q \). Let \( S_{ij} \) denote a connected component of the domain where \( f_\varepsilon(x) = f(x) \) for \( j = 1, 2, \ldots, J \). The set \( \{S_{ij} : J \leq \min\{f_\varepsilon(x) \}, max\{f_\varepsilon(x) \}, j = 1, 2, \ldots, J \} \)

generates a finite partition of \( Q \). Let \( S_{ij} \) denote the area of \( S_{ij} \). Each domain \( S_{ij} \) can be filled by sufficiently small non-overlapping disks (touching is possible) in such a way that the boundary chain of touching disks with its interior forms a domain \( S_{ij} \subset S_{ij} \) for which \( |S_{ij} - |S_{ij}| < \varepsilon \). The piecewise constant function \( f_\varepsilon(x) \) can be approximated by a continuous function \( f_\varepsilon(x) \) on all \( S_{ij} \). \( f_\varepsilon(x) \) is represented by ruled surfaces between every two neighboring \( S_{ij} \).

Thus, any continuously differentiable function \( f(x) \) on a connected closed domain \( Q \subset \mathbb{R}^2 \) with smooth boundary can be approximated by a packing function \( f_\varepsilon(x) \). More precisely, \( f_\varepsilon(x) \) converges pointwise to \( f(x) \), as \( \varepsilon \to 0 \). In particular, any continuously differentiable solution of the reaction–diffusion equations can be approximated by packing functions.
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